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Part 1

Partial History of Beam Dynamics Codes
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mid-1990’s: IMPACT (Integrated Map and Particle Accelerator
Tracking code) used Split-operator approach to combining

high-order optics with parallel PIC

• Note that the rapidly varying s-dependence of external fields is decoupled
from slowly varying space charge fields

• Leads to extremely efficient particle advance:
— Do not take tiny steps to push ~100M particles
— Do take tiny steps to compute maps; then push particles w/ maps

Split-Operator Methods

M=Mext M=Msc

H=Hext+Hsc

M(t)= Mext(t/2) Msc(t) Mext(t/2) + O(t3)

Magnetic
Optics

Parallel
Multi-Particle

Simulation

R. Ryne, LBNL



Part 2

Linac Codes: Current Capabilities
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How information was gathered for this
portion of the talk

• Sent email asking for input on
— Specialized codes for portions of hadron

linacs (ion sources, RFQs,...)
—Codes that are strictly used for hadron linac

simulations
—Codes that can be applied to both linacs and

rings, and for which there are notable
applications involving hadron linacs

• Received ~20 responses



RFQ Matching Code

Leonid Vorobiev (Fermilab)















DESRFQ

Andrei Kolomiets (ITEP)



DESRFQ – a Code for Design of Radio Frequency Quadrupole

A.A. Kolomiets * , T.E. Tretjakova, S.G. Yaramyshev
 

Institute for Theoretical and Experimental Physics (ITEP)
Moscow, Russia 

* e-mail: kolomiets@itep.ru



• The easy input of the initial RFQ parameters.
• Visual representation of the numerous calculated parameters (transverse and longitudinal phase
advances, acceptance, current limit, maximum field strength at the electrode surface, Coulomb
parameter, etc). The code shows the distributions of these values along axis and allows the easy study
how they depend on the input.
• The possibility to use a number of predefined tables (ϕs(β) and m(β))  earlier created by user for
calculation of electrode profile.
• The code allows the study of the influence of these functions on the main RFQ parameters using
direct changing of their graphical representations.
• The calculation of the RFQ structure is carried out cell by cell interactively. User can correct values
of synchronous phase and modulation at any cell at any moment. User can return to the previous cells
to correct design more and more to reach desired result.
• The beam dynamics is calculated in parallel with structure design – the particle distribution in phase
space in the given cell is presented immediately after its determination.
• The code uses an improved representation of the field in an RFQ working aperture solving Laplace
equation taking into account real geometry of the electrodes. Size of the grid, where Laplace equation
for electric potential is solved, depends of the main parameters of the cell.
• The beam dynamics is calculated taking into account space charge forces. It allows to reach precise
RFQ design for accelerating beam of high intensity.

Main Code Features



DESRFQ Window for Interactive  Work After definition of the main RFQ parameters,
mathcing section and preliminary laws of
modulation and synchronous phase, the main
window is opened. It contains two diagrams.
One of them presents particle distribution in
ψ - Δp/p phase space and set of phase
trajectories corresponding to the different
values of Hamiltonian potential function.

Three phase trajectories shown in diagram
correspond to almost linear oscillation, to
border of stability region (separatrix) and
unstable longitudinal motion.

Stability of transverse particles motion is
illustrated in diagram "µ - ϕs ", where µ -
phase advance. Value of phase advance for
each particle for current focusing period is
calculated from beam dynamics simulations
taking into account realistic field distribution
and space charge forces.

In this window designer can interactively
introduce modulation and synchronous phase
for each cell and generate output files for
different simulation codes.



27 MHz Heavy Ion RFQ (ITEP, Moscow) in operation since 1999
TWAC project (ITEP, Moscow)  under construction
Heavy Ion High Current GSI-RFQ (GSI, Darmstadt) upgrade planned in 2009
Heavy Ion RFQ for RIA (ANL, Argonne) project
Proton RFQ for FAIR (GSI, Darmstadt) project

Implementation to the RFQ design

RIA RFQ: U28+ and U29+ ions are
accellerated simultaneously .
(Long. distribution at RFQ output) 27 MHz Heavy Ion High Current RFQ (ITEP)



LIDOS RFQ desiger

Alexandr Durkin



LIDOS RFQ DESIGNER

• Contains ADVISER part which is based on simple models of physical
process and is intended for fast calculations of many version; using visual
results of this part user can  go from current version to better one and to
find optimal version.

• Gives possibility to simulate beam dynamic of several type of ions
simultaneously, ions are differ by charge number (including sign) and
mass number.

• Calculates a real field grid for total channel (from rms-section to Crandall
cell)

• Takes into account coupling gaps.
• Calculates statistic taking into account tolerances on machining, tuning,

adjustment and so on.



LINACSrfq, pteqHI

R. A. Jameson (Inst. Angewandte Physik,
Goethe Univ. Frankfurt)











DYNAMION

Stepan Yaramyshev (GSI)



Versatile multiparticle code DYNAMION

DYNAMION code
- has been written in ITEP for the simulations of the beam dynamics
in high current linacs;

- development was strongly supported by GSI and recent
improvement is going on in collaboration GSI-ITEP

High level of DYNAMION reliability was demonstrated by
numerous comparisons of measured data and simulated results
for the operating linacs in ITEP, INR, GSI, CERN and ANL

A. Kolomiets, T. Tretyakova (ITEP, Moscow)

W. Barth, S. Yaramyshev (GSI, Darmstadt)

S. Yaramyshev et al, "Development of the versatile multi-particle code DYNAMION",
Nuclear Inst. and Methods in Physics Research A, Vol 558/1 pp 90-94, (2005)

E-mail: S.Yaramyshev@gsi.de



Main features:
-  time integration of 3-D equation of particle motion in the most common form;
- end-to-end simulations of beam dynamics in a linac, consisting of the arbitrary
sequence of the RFQs, DTLs and transport lines can be done in one run;
- external electrical field in an RFQ and DTL is calculated inside the code solving the
Laplace equation for the real topology of the elements;
- transport lines may include magnetic and electrical lenses (quadrupole, octupole,
etc.), bending magnets, solenoids, slits, steerers, apertures, stripper sections, etc ...

Can be used in the code:
- external electromagnetic fields, measured or simulated by special codes;
- multi-charged beam (particles with different mass to charge ratio);
- input particle distribution from measured emittance or other calculations;
- misalignments of the elements.

DYNAMION code



3-D space charge treatment:
-  Particle-particle interaction with a special routine to avoid artificial collisions;

-  PIC solver  (T. Tretyakova, ITEP, Moscow);

-  Semi-analytical solver  (A. Orzhekhovskaya, GSI, Darmstadt).

* Special treatment of continuous beams and of the bunching process.

DYNAMION: Space charge solvers

Analysis of the results:
- each particle has an unique ID-number, i.e. a detailed analysis of
its trajectory is available;

- local phase advance for each particle can be calculated in parallel
with the beam dynamics simulations.



GSI-HSI-RFQ Upgrade 2004 
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Heavy Ion High Current RFQ:
Measured transmission before
(red) and after (blue) the upgrade.

Simulated results (DYNAMION) and
measurements before and after the
upgrade are in a good coincidence.

• Heavy Ion High Current GSI-RFQ beam dynamics designed were performed by Prof. A. Schempp (IAP, Frankfurt), 1999
• New Input Radial Matcher was designed by S. Yaramyshev (GSI, Darmstadt), 2004

Only change: IRM with length of
about 10 cm; HSI-RFQ length is
more than 9 meter.

A complete upgrade of the HSI-RFQ electrodes is planned for 2009.
(new design from A. Kolomiets and S. Minaev, ITEP, Moscow)



2004 (project)Proton High Current RFQ for FAIR (GSI, Darmstadt)

200012 MHz Split coaxial RFQ (ANL, Argon)

1992 - 2000Study of the beam halo formation and small particle losses
2000 (project)High Power Linac for transmutation (ITEP, Moscow)

1999Heavy Ion Front-End of the Linac3 (CERN, Geneva)

2005 (project)DTL section of the Linac4 (CERN, Geneva)

since 1991GSI-UNILAC: LEBT, RFQ, MEBT, IH-DTL, stripper section, Alvarez-DTL,
transport channel to the synchrotron (GSI, Darmstadt)

recently under upgradeTherapy linac (HIT, Heidelberg)
under constructionHigh Current RFQ for the TWAC project (ITEP, Moscow)
in operation since 2004Superconducting RFQ (LNL, Legnaro)
upgraded in 2004Upgrade of the High Current Heavy Ion RFQ (GSI, Darmstadt)

in operation since 2002Heavy Ion High Current 27 MHz-RFQ (ITEP, Moscow)
in operation since 2000Booster section for proton linac (Moscow Meson Factory, Troitzk)
commissioned in 1993Proton High Current (200 mA) Linac (ITEP, Moscow)

DYNAMION implementation



BeamPath

Yuri Batygin (NSCL/MSU)

















LORASR

Rudolf Tiede, Ulrich Ratzinger (Goethe-
Univ. Frankfurt)

See talk by R. Tiede Thursday at this
meeting on KONUS Beam Dynamics

using H-Mode Cavities











TRACK

Peter Ostroumov (ANL)













IMPACT

Ji Qiang, Robert Ryne (LBNL)



IMPACT-Z

• In use at SNS for linac commissioning
• Also applicable to Project-X design

• Parallel PIC simulation using coord “z” as the independent variable

• Key Features
—Multiple Poisson solvers

• Variety of boundary conditions
• 3D Integrated Green Function
•  point-to-point

—Multi-charge state
—Machine error studies and steering
—Wakes
—CSR (1D)



Final longitudinal phase space from 
          5 billion particle simulation

Final uncorrelated energy spread vs. 
           Number of macroparticles

IMPACT-Z Simulation of FEL Linac

J. Qiang, LBNL



IMPACT Self-Consistent Modeling of H+ Extraction from an ECR Ion Source



IMPACT-Z multi-charge-state simulation of beam
dynamics in proposed MSU RIA linac

J. Qiang, LBNL



IMPACT-T

• Parallel PIC simulation using time as the independent variable

Emission from nano-needle tip
including Borsch effect

• Has been used to study photoinjectors for BNL e-cooling project,
Cornell ERL, FNAL/A0, LBNL/APEX, ANL, JLAB, SLAC/LCLS

• Key Features
—Multiple Poisson solvers

• 3D Integrated Green Function
•  point-to-point

—Energy Binning
—Cathode image effects
—Wakes
—CSR (1D)



PATH

Alessandra Lombardi (CERN)



Code PATH-Travel

• Originally from J. Farrell, A. Aldridge and D. Rusthoi (LANL)
heavily modified at CERN, under the responsibility of A.
Lombardi

• Can simulate linear accelerators and transfer lines
• Important features :

—2D and 3D space charge (SCHEFF+ point-to-point)
—Integration in 2d and 3d field maps (static and RF)
—Simulation of up to 10 different ions
—Possibility of statistical error studies (machine and

beam errors)
—Steering modules



Code PATH-Travel

• Input-output compatible with PARMILA,
PARMTEQM, TRACE3d and TRACEWIN

• Can run up to 1M particles
• Cross-checked with TRACEWIN on LINAC4 and

SPL simulations
• Included in the GSI code comparison started at

HB2004



Example  : Steering in LINAC4 CCDTLExample  : Steering in LINAC4 CCDTL

Steerers correct the beam center displacement due to initial beam errors and quad errors to
zero at each beam position monitor

module
1

module
2

module
3

module
4

module
5

module
6

module
7

module
8

steerer (max B·L=3.9 mT-m) beam position monitor

linked linked

linked linked



Explanation of the example

On the nominal layout of the LINAC4 CCDTL  (50-100 MeV) we have
run 2000 cases with beam and quadrupoles alignment errors .

We have selected the worst case (=the one with the highest losses)
and we have  steered the beam back on the nominal orbit with
the help of steerers and beam position monitors as shown in the
diagram.

The effect on the beam centre trajectory can be seen on the graph at
the bottom of the page

You can also refer to the paper on the CERN LINAC simulation to be
presented in the “Beam Dynamics in High Intensity Linacs
working group”.  The simulations presented in that paper are
done with PATH.



POISSON-3D

Valentin Ivanov (Muons Inc)



HIGH-ORDER APPROXIMATIONS FOR SPACE CHARGE & THE GREEN'SHIGH-ORDER APPROXIMATIONS FOR SPACE CHARGE & THE GREEN'S
FUNCTION TECHNIQUE IN FORMING & PROPAGATION OF INTENSIVEFUNCTION TECHNIQUE IN FORMING & PROPAGATION OF INTENSIVE

BEAMSBEAMS
Valentin IvanovValentin Ivanov

(Muons, Inc., Batavia, Illinois, USA 60510)

z
2

•The analytical model to take into account the space charge of the beam on 3D rectangular mesh is
implemented;
•The efficiency of the analytical model was studied by comparing the numerical integration, the
piecewise-constant & tri-linear analytical models with the exact solution for simple test problems;
• The singularity problems have been studies for different integration schemes;
• The adaptive integration scheme is suggested to increase the efficiency of calculations;
•The algorithms of analytical integration have been implemented in the POISSON-3D code devoted
to simulation of a high-current relativistic beam optics in 3D;
• Green’s function technique was demonstrated its efficiency in the design of sheet-beam gun for
SLAC X-band klystron.
•The field gradients have as an artificial singularities in the inner cells as real singularities on the
beam boundary. Those singularities can generate a numerical noise, which lower the accuracy of
computations in using of piecewise-constant approximation for space charge density. Linear
approximation for space charge density can eliminate all those singularities.

References
1. V.Ivanov. Numerical methods for analysis of 3D non stationary flows of charged particles, 15.
Trudy Instituta Matematiki, Izd-vo “Nauka”, Sibirskoe Otdelenie, 1989.-p.172-187.
2. V.Ivanov. Green’s Function Technique in Forming of Intensive Beams, XV Int. Workshop “Beam
Dynamics & Optimization”, 10-13 July, 2008, St.. Petersburg, Florida, USA.
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PARMILA, PARMELA
Trace, PARMTEQ

Frank Krawczyk (LANL)



Parmila
Parmila-Version 2 is an ion linac particle dynamics code. The
name comes from the phrase, "Phase and Radial Motion in Ion
Linear Accelerators." It is a versatile multi-particle code that
generates the linac and transforms the beam, represented by a
collection of particles, through a user-specified linac and/or
transport system.

Contact:
Frank Krawczyk, Los Alamos National Laboratory, Email:
laacg@lanl.gov, Web: http://laacg.lanl.gov

Features:
 Lattice Design
 Tracking (drift-kick method) 
 Space-Charge (2D and 3D)
 DTL, CCDTL and CCL cells (represented by Superfish fields)
 Windows only
 Free distribution of executable



Parmela - 1
Parmela - is a multi-particle beam dynamics code used primarily
for electron-linac beam simulations. The name comes from the
phrase, "Phase and Radial Motion in Electron Linear
Accelerators."
It is a versatile code that transforms the beam, represented by a
collection of particles, through a user-specified linac and/or
transport system. It includes several space-charge calculation
methods. Particle trajectories are determined by numerical
integration through the fields. This approach is particularly
important for electrons where some of the approximations used
by other codes (e.g. the "drift-kick" method commonly used for
low-energy protons) would not hold. Parmela works equally well
for either electrons or ions although is computationally slower
due to the numerical integrations. Parmela can read field
distributions generated by the Poisson/Superfish group of codes.
Members of the code group won a LANL 2000 Distinguished
Copyright Award for this code.



Parmela - 2
Contact:
Frank Krawczyk, Los Alamos National Laboratory, Email:
laacg@lanl.gov, Web: http://laacg.lanl.gov

Features:
 Tracking (numerical integration, “T-code”) 
 Space-Charge (2D and 3D)
 Field import (2D and 3D) from Superfish, Poisson, MAFIA, ....
 Import of arbitrary particle distributions
 Windows or WINE “emulator” under Linux or Mac OS
 Limited distribution (might incur licensing fees)



Trace
Trace - is an interactive beam-dynamics program that calculates
the envelopes of a bunched beam, including linear space-charge
forces, through a user-defined transport system. Trace 3-D
provides an immediate graphics display of the envelopes and the
phase-space ellipses and allows nine types of beam-matching
options. The transport system may contain drifts, thin lenses,
quadrupole lenses, solenoids, double or triplet lenses, bending
magnets, rf gaps or cavities, radio-frequency-quadrupole cells,
coupled-cavity linac sections, and user-defined elements.

Contact:
Frank Krawczyk, Los Alamos National Laboratory, Email:
laacg@lanl.gov, Web: http://laacg.lanl.gov

Features:
 Lattice Design
 Space-Charge (Lapostolle model)
 Windows or WINE “emulator” under Linux or Mac OS
 Free distribution of executable



Parmteq
Parmteq - and several other RFQ design codes comprise this
group of codes and are used to design high-performance radio-
frequency quadrupole (RFQ) linacs. PARMTEQ is an acronym
for "Phase and Radial Motion in a Transverse Electric
Quadrupole".
The codes have been experimentally verified in some detail by
working hardware at Los Alamos and at other laboratories
around the world. As we learn more about linac performance,
both experimentally and theoretically, we continue to update
these codes. Partial and complete RFQ design-code distributions
are available. A partial distribution contains the codes necessary
to design the RFQ vane profile and analyze the beam
performance including the effects of higher order multipole field
components and image charges. A complete distribution also
includes the code VANES and several related programs, which
generate and analyze machine instructions for numerically
controlled machining of the vanes. Multi-particle simulations of
the RFQ design are also possible with these codes.



Parmteq
Contact:
Frank Krawczyk, Los Alamos National Laboratory, Email:
laacg@lanl.gov, Web: http://laacg.lanl.gov

Features:
 RFQ Design
 RFQ Manufacturing
 Space Charge (2D)
 Calculation of current limits
 Windows or WINE “emulator” under Linux or Mac OS
 Limited distribution (might incur licensing fees)



Running Parmila2 via PBO Lab

George Gillespie (Gillespie Associates)



Making PARMILA 2 Easy to Use
New Module for the ParticleNew Module for the Particle
Beam Optics Lab (PBO Lab)Beam Optics Lab (PBO Lab)
••““Drag & dropDrag & drop”” beamline setup beamline setup
••Complex structures (DTL, CCL, Complex structures (DTL, CCL, ……))
••Logical grouping of parametersLogical grouping of parameters
••Menus run all parts of PARMILA 2Menus run all parts of PARMILA 2
        including PARMILA,         including PARMILA, LingrafLingraf, , ……

Advanced Tools Allow PARMILA 2 Design to then be Run with any OtherAdvanced Tools Allow PARMILA 2 Design to then be Run with any Other
PBO Lab Module: TRACE 3-D, TRANSPORT, TURTLE, MARYLIE, PBO Lab Module: TRACE 3-D, TRANSPORT, TURTLE, MARYLIE, …… ! !

Reference:  G. H. Gillespie and B. W. Hill, “An Innovative Graphic User Interface for PARMILA 2,” to be presented at the 2008
International Linac Conference, Vancouver, BC, 29 Sep – 3 Oct 2008.



General Particle Tracer (GPT)

Bas van der Geer, Marieke de Loos
(Pulsar Physics)











Synergia

P. Spentzouris, J. Amundson
et al.  (FNAL)





OPAL

Andreas Adelman (PSI)



http://amas.web.psi.ch/

OPAL (Object Oriented Parallel Accelerator Library)

 OPAL  is a general tool for charged-particle optics in large
  accelerator structures and beam lines including 3D space charge
 OPAL flavours: OPAL-t, OPAL-cycl and OPAL-Map
 MAD input language
 OPAL is built from the ground up as a parallel application
exemplifying
 the fact that HPC (High Performance Computing)  is the third leg
of
 science, complementing theory and the experiment
 OPAL runs on your laptop as well as on the largest HPC clusters
 OPAL is written in C++ using OO-techniques and MPI
 HDF5 parallel I/O
 Documentation is taken very seriously at both levels: source code
and
 user manual (http://amas.web.psi.ch/docs/index.html)



OPAL Scaling Production Run – I/O small



Cray XT4 (LBNL)

OPAL FFT kernel scaling

Unique features of the 3D OPAL code
Parallel MG ES solver in OPAL 

OPAL kernel scaling up 8k cores
similar scaling obtained on IBM
BG/P

 space charge calculation with
  exact boundary conditions
 parallel iterative solver reuses

  previous solution -> speed-up

OPAL is used for precise 3D XFEL high brightness beam
dynamic calculations as well as for high power Hadron
machines.



MaryLie/IMPACT

Robert Ryne (LBNL), Alex Dragt (U Md), Dan
Abell, Vahid Ranjbar (Tech-X), et al.



MaryLie/IMPACT (ML/I)

• Combines  capabilities of MaryLie code (from U. Md.) with
IMPACT code (from LBNL) + new features

• Multiple capabilities in a single unified environment:
— Map generation
— Map analysis
— Particle tracking w/ 3D space charge
— Envelope tracking
— Fitting and optimization

• Applied to RHIC, ILC

• Parallel
• 5th order optics
• 3D space charge
• Fitting/Optimization
• 5th order rf cavity model

(Tech-X)
• Crab cavity model (Tech-X)
• Multiple ref traj for rf cavities
• 3D integrated Green function
• Envelope tracking
• Soft-edged magnets (LANL)
• Coil stacks (LANL)
• MAD-style input compatibility
• Test suite, regression tests
• “Automatic” commands



ML/I application to RHIC e-coolingML/I application to RHIC e-cooling

• ML/I has been used to study beam transport through the e-cooling linac
including the impact of misalignments on emittance.

• Results indicate sensitivity primarily to bend magnet misalignments. In all
these cases emittance growth was kept well within tolerances at the level
of 0.6 mm displacements or 0.1 degree planar rotations.

Emittance response to x-y plane rotational misalignments of dipole magnets
(D. Abell,V. Ranjbar, Tech-X; J. Jensen, BNL)



PTC
(Polymorphic Tracking Code)

Etienne Forest (KEK)

See the talk by Dan Abell at this meeting on
PTC with space charge



VORPAL

John Cary et al. (Tech-X)

Applied to ECRIS simulations
Peter Messmer (Tech-X)

Applied to electron-cooling
David Bruhwiler (Tech-X)



VORPAL enables detailed investigations of
ionization physics and RF power absorption in

ECRIS
• VORPAL’s collision model enables simulation of ionization cascade
• Spatial distribution of different charge states in 3D magnetic field

topology

• Resonant power absorption
and electron heating

Effect of loading geometry on ion charge-state distribution can be investigated with
VORPAL simulations. Axial (left) and radial (right) loading of neutral Oxygen.
Isosurfaces for charge states, O3+ (yellow) and O4+ (purple). Radial loading results
in more wall losses -> less efficient

Ionization cascade simulated
with VORPAL’s kinetic
ionization model.

ECR electron heating using single frequency
(left) and double frequency (right), showing the
beating pattern in the cavity. Effects onto the
heating rate and the particle distribution can be
investigated.

Simulation by 
D. Smithe & P. Mullowney

Research supported by DOE SBIR Grant #DE-FG02-05ER84173 (PI: Peter Messmer)Tech-X Corporation



• Electron cooling of relativistic ion beams is required for high
luminosities of electron-ion collider (EIC) concepts
— in the mid-term, RHIC luminosity could be increased ~10x
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I. Ben-Zvi et al., “Status of the R&D towards elec-
tron cooling of RHIC,” Part. Accel. Conf. (2007).

G. Bell, D. Bruhwiler, A. Fedotov, A. Sobol,
R. Busby, P. Stoltz, D. Abell, P. Messmer,
I. Ben-Zvi and V. Litvinenko, J. Comp. Phys.
(2008), submitted.

Parallel VORPAL simulations accurately
calculate friction force on relativistic Au+79

ions in support of electron cooling designs

—conventional wiggler could replace
expensive solenoid

• e- “wiggle” motion suppresses
recombination with ~10 Gauss

• provides focusing;  reduces risk
• friction force should be reduced only by
ρmin  ρw in Coulomb log

– suggested independently by
V. Litvinenko and Ya. Derbenev

– confirmed via VORPAL simulations



• Coherent Electron Cooling concept
—uses FEL to combine electron & stochastic cooling concepts

—a CEC system has three major subsystems
• modulator: the ions imprint a “density bump” on e- distribution
• amplifier: FEL interaction amplifes density bump by orders of magnitude
• kicker: the amplified & phase-shifted e- charge distribution is used to

correct the velocity offset of the ions
—standard electron cooling could work well for RHIC II…
—but CEC could be orders of magnitude better:

• stronger interaction implies shorter cooling times
• effectiveness does not scale strongly with ion beam energy

– Could even be relevant to the LHC

—modulator is being simulated with VORPAL

Litvinenko & Derbenev, “Free Electron Lasers and High-Energy Electron Cooling,” FEL’07 Proc.

Parallel VORPAL simulations are being
used to study the modulator of a

coherent electron cooling (CEC) system

Bell et al., “VORPAL simulations relevant to Coherent Electron Cooling,” EPAC Proc. (2008).



XAL Framework

Christopher Allen (ORNL)



On-line modeling in SNS control room

• High-level control applications at SNS are built overthe
XAL framework
—https://wiki.ornl.gov/sites/xaldocs/default.aspx
— https://wiki.ornl.gov/sites/xaldocs/XAL%20Documentation/Papers/WE116-

CKAllen.pdf
• On-line model is currently capable of:

—Single particle simulation
—Transfer matrices
—RMS envelope simulation
—Machine beta functions

• Architecture is the novel aspect of the on-line model
—Relatively easy to add new capabilities



SELECTED
ALGORITHMS & METHODS



Space Charge Templates

Leonid Vorobiev (Fermilab)















Lorentz transform algorithm

Jean-Luc Vay (LBNL)



Noninvariance of space- and time-scale ranges
under a Lorentz transformation (J.-L. Vay)

Key observation: range of space and time scales is not a Lorentz invariant;
the optimum frame to minimize the range is not necessarily the lab frame
Choosing optimum frame of reference to minimize range can lead to dramatic
speed-up for relativistic matter-matter or light-matter interactions.
speedup (PIC in boosted frame vs PIC in lab frame) reported so far:
x1000 3-D e-cloud driven beam instability (LBNL),
x45,000 2-D free electron laser toy problem (LBNL),
x1,500 1-D laser-plasma acceleration (Tech-X),
x150 2-D, x75 3-D laser-plasma acceleration (IST, Portugal).

CPU time (8 procs):
• lab frame: >2 weeks
• frame γ2=512: <30 min

Speedup x1000

WARP electron-cloud instability simulation



Integrated Green Function
(IGF)

D. Abell (Tech-X), V. Ivanov (Muons Inc.),
K. Ohmi (KEK), J. Qiang, R. Ryne (LBNL)



Integrated Green Function: Efficient Poisson
solver for problems with high aspect ratio

Old: 64x2048, 64x4096, 64x8192
New: 64x64

R. Ryne, LBNL



Map Production from Surface
Data

A. Dragt (U. Md.), D. Abell (Tech-X), M.
Venturini (LBNL), P. Walstrom (LANL),…

Alex Dragt
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CODES, CAPABILITIES & METHODOLOGIES FOR BEAM
DYNAMICS SIMULATION IN ACCELERATORS
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Partial list only;
Many codes
not shown

Integrated Maps
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…
MAD-X/PTC



Observations on codes

• There is an increasingly large overlap in capabilities of
“linac codes” and “ring codes”
—Accelerating cavities, beam optics, space charge, wakes, steering…

• Codes for modeling intense beams in rings contain much
of what is needed for linac modeling, except for:
—specialized systems such as ion sources, RFQs,…

• Ring codes of course have their own unique capabilities
—1-turn map analysis, injection painting,…



Part 3

The Future



Trends in supercomputer performances

• Fastest computers (from TOP500 list, www.top500.org)
—1998: Intel ASCI Red, 1.3 Tflops
—2000: IBM ASCI White, 5 Tflops
—2002: Earth Simulator, 35 Tflops
—2004: IBM BlueGene/L, 70 Tflops

• June 2005: 137 Tflops
• Nov 2005: 280 Tflops (131K cores)
• 2007: 478 Tflops (213K cores)

—2008: see next slide



June 2008: “Roadrunner,” developed by IBM in collab. with
DOE and LANL, achieves 1 petaflop sustained performance



prefix  symbol  multiplier
--------------------------------
tera        T        10^12
peta       P        10^15
exa        E        10^18
zetta      Z        10^21
yotta      Y        10^24



prefix  symbol  multiplier     Year
---------------------------------------------
tera        T        10^12          1998
peta       P        10^15          2008
exa        E        10^18          2018 ?
zetta      Z        10^21
yotta      Y        10^24



LBNL and CSU scientists working with
Tensilica propose “climate computer” with
20M cores

• Small size
• Low power
• 4 MW, 200 petaflops



GPU’s gaining popularity
• 1 teraflop
• 4 GB
• 1.4 billion transistors
• 240 cores
• $1700

For comparison:
Photo shown at PAC 2001
3.4 Tflops!



Future Directions (speculation)
• Increased emphasis on parameter scans &

optimization on massive (>100K proc) computers
—Multi-level parallelism

• Growth of “small scale” parallel codes
—to take advantage of multi-core & GPUs

• Increased emphasis on multi-physics and
multiple capabilities in a single package

• New modeling approaches will become tractable
—New CSR models
—6D Direct Vlasov

• 1286=4.4 x 1012

• New opportunities for modeling in control rooms



It won’t be easy

• Looking at a machine like Roadrunner:
—12,240 horses (PowerXCell 8i processors)
—6,120 chickens (dual-core opterons)

• “I know how to get 4 horses to pull a cart, but I
don’t know how to make 1024 chickens do it.”

Enrico Clementi



Announcement
2009 International Computational Accelerator

Physics Conference (ICAP09)
Aug 30 - Sept 4, 2009

Mark Hopkins Intercontinental Hotel in
the heart of San Francisco

We hope to see you there!
Organized by LBNL and SLAC


